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Dense retrieval models demonstrate great effectiveness
gains for retrieval and re-ranking by learning a vector
space embedding for the queries and the documents in
the corpus [1, 2, 3, 4, 5, 6]. At the same time dense re-
trieval improves inference speed at query time with fast
approximate nearest neighbor search [7, 8, 9] compared
to exact k-nearest neighbor search by moving most of
the computational effort to the indexing phase.

For search indices in production, there are continously
millions of new data points which need to be included
in the index in real-time [10, 11]. With the constantly
new content to be indexed, the overall content of the
whole corpus shifts gradually. With this it also shifts
what should be considered relevant for a given query.
For example the global COVID-19 pandemic resulted in
an explosion of COVID-19 related websites, news arti-
cles and scientific publications [12]. In order to track,
understand and seek this rapidly growing, novel infor-
mation, the information retrieval community created a
continously growing research dataset containing COVID-
19 related publications [13].

To be able to find high-quality, relevant, and recent
results, the novel content not only needs to be included in
the search index, but the indexing model needs to account
for the content shift and update the index in real-time. To
incorporate this content shift in real-time in production
systems, the dense retrieval model needs to be re-trained
and the corpus re-indexed with the re-trained dense re-
trieval model. Real-time user interactions provide labels
for re-training the dense retrieval model in real-time.
However updating the search index in real-time remains
an open challenge. In production systems the search in-
dices have a size up to 100 millions of terabytes, thus
re-indexing the whole corpus is computationally expen-
sive and not feasible in real-time scenarios.

In this paper we propose the concept RUDI for Real-
time learning to Update Dense retrieval Indices with
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simple transformations. In RUDI a computationally
lightweight vector space transformation function 7" :
V — V, between the vector embedding space of the
previous retrieval model V and of the re-trained dense
retrieval model V.. is used to transform the vector em-
beddings of the previous index to the embeddings of the
re-trained indexing model. The advantage of RUDI is that
the index embedding does not need to be fully re-indexed
with the re-trained dense retrieval model, but the index
is updated with a learned, computationally lightweight
transformation function. This allows updating the dense
retrieval index in real-time.

First the dense retrieval model is re-trained in real-time
with new labels accounting for the shift in the corpus.
These new labels are determined by indexing the new
content with the original retrieval model and getting im-
plicit feedback through user interaction. Re-indexing the
whole corpus with the re-trained dense retrieval model
would give the vector embedding space of the re-trained
dense retrieval model V,.. To approximate the embed-
dings in V., the transformation function 7" takes the
embedding v* € V of the document d from the previous
embedding space as input and outputs the approximated
vector space embedding vZ. This vector v? approximates
the vector space embedding v¢ € V.. of document d of
the re-trained dense retrieval model. The approximated
vector space embedding of document d v is then the up-
dated embedding of vector space V.. The transformation
function T is learned in real-time on a small, sampled
fraction D of the documents in the corpus. For these
training documents d € I the updated vector v¢ € V.
of the re-trained dense retrieval model is computed. Then
the transformation function is trained on v¢ and v¢ with
the objective of minimizing the distance between the
approximate vector space embedding v¢ and v

d d
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With this learned, lightweight transformation function
the whole index can be updated in real-time while ac-
counting for the temporal content shift in the corpus.
We plan to first analyze the shift of the vector embed-
ding space between the previous and the re-trained dense
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retrieval model. Furthermore we plan study to what ex-
tent we can learn a simple, lightweight transformation
function between the embedding space of the previous
and the re-trained dense retrieval model. We investigate
different transformation functions from one fully con-
nected layer to exponential transformation functions and
compare their approximation performance. Also we plan
to investigate how the overall retrieval effectiveness is
influenced by updating the retrieval index with RUDI
compared to re-indexing the whole index.

As re-indexing the training documents d € DD for train-
ing the transformation function in real-time is compu-
tationally expensive, we plan to analyze the trade-off
between number of training documents and overall re-
trieval quality on the updated index. Furthermore we
investigate different sampling strategies for sampling the
training documents from the overall index. We plan to
compare random sampling with strategies aiming to sam-
ple documents from the index with maximal orthogonal
embeddings. We plan to compare the effectiveness of
the transformation functions trained with the different
sampling strategies. Furthermore we plan to do speed
comparisons between updating the dense retrieval index
with different size of training samples for the transforma-
tion function and between re-indexing the whole index.

One could include additional features in the embedding
space for hyperparameters like date or version, in order
to include the recency of the results in the embedding
space and make additional filter systems redundant.

Another open challenge is the evaluation of updated in-
dices. As in the real-time scenario the query and content
distribution gradually shifts, the evaluation with fixed
test collections lacks to account for this shift. There-
fore it is an interesting question how to evaluate an in-
production system for example with A/B testing.

We conclude that our goal is to update dense retrieval
indices in real-time while incorporating the temporal
content shift. Therefore we propose RUDI for updating
dense retrieval indices with transformations in real-time.
We outline which research questions are necessary to
investigate the effectiveness and efficiency of RUDI.
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