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Abstract  
This paper summarizes lessons learned, over a period of 20 years, from implementing 

information systems employing the technique of latent semantic indexing (LSI).  The data 

presented is drawn from 63 projects undertaken over the period 1999 through 2019.  Over that 

period the projects increased in scale from collections of hundreds of thousands of documents 

to ones involving hundreds of millions of documents.  They also increased in sophistication, 

from simple search and retrieval systems to ones focused on information discovery and 

automated alerting.  This paper summarizes some of the key developments in technology and 

techniques that enabled those advances in the size and sophistication of the applications.  The 

objective of this paper is to share insights gained from these past two decades of system 

implementation experience.    
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1. Latent Semantic Indexing 

The technique of latent semantic indexing 

(LSI) was invented at Bellcore in the late 1980s 

[1].  The original intent was to provide improved 

capabilities for retrieval of text.  The technique 

has, however, proven to be useful in analysis of a 

wide variety of information types [2, 3].   

As applied to a collection of documents, the 

LSI algorithm consists of the following primary 

steps [1, 4]:  

1. A term-document matrix is formed, and 

(typically) local and global weights are applied 

to the elements of this matrix.     

2. Singular value decomposition (SVD) is 

used to reduce this matrix to a product of three 

matrices, one of which is diagonal in the 

singular values of the original matrix.   

3. Dimensionality is reduced by deleting all 

but the k largest singular values, together with 

the corresponding columns of the other two 

matrices. 

4. This truncation process provides a basis 

for generating a k-dimensional vector space.  
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Both terms and documents are represented by 

k-dimensional vectors in this vector space.  

5. New queries, terms, and documents can 

be represented in the space by a process known 

as folding-in, which extrapolates from known 

vectors.   

6. The semantic similarity of any two 

objects represented in the space is reflected by 

the proximity of their representation vectors, 

generally using a cosine measure.  

 

Experience from a broad range of academic, 

industrial, and governmental testing has shown 

that proximity in an LSI space is a remarkably 

good proxy for semantic relatedness as judged by 

humans [5]. 

Early commercial applications of LSI included 

identification of people with specific expertise 

[6], detection of spam in e-mails [3] and essay 

scoring [7].  Over time, the technique found wide 

application in areas such as patent search and 

analysis [8], résumé matching [9], customer 

survey analysis [10], and fraud detection [11].  It 

became the dominant paradigm in electronic 



document discovery [12].  More recently it has 

been used in bioinformatics discovery [13], 

recommender systems [14], and social media 

analysis [15]. 

2. Structure of the Paper 

This paper summarizes lessons learned from 

63 information system implementation projects 

that the author took part in over the period 1999 

through 2019.  Each of these projects employed 

LSI as a key technical component.  The systems 

addressed a wide range of applications for both 

commercial and government customers.   

Over this 20-year period, the systems 

increased significantly in both size and 

sophistication.2  The earliest systems utilized the 

conceptual search, clustering, and categorization 

functionality of LSI to implement relatively 

simple capabilities for such tasks as customer 

survey analysis and matching of résumés with job 

openings.  Extrapolating from experience gained, 

these fundamental capabilities subsequently were 

applied in a more abstract fashion to higher-level 

considerations in applications such as fraud 

detection and patent prior art analysis.  Successive 

refinement of tools and techniques eventually 

enabled advanced applications incorporating 

features such as novel information detection and 

secure information sharing.  

Section 3 of this paper provides a brief 

overview of the principal improvements in 

technologies and techniques that enabled solution 

of progressively larger and more complex 

problems using LSI.  Section 4 describes several 

implementation principles that have proven useful 

in building LSI-based information systems.  

Section 5 summarizes some particularly 

interesting results and surprises that were 

encountered in the course of building these 

systems.  Section 6 concludes with brief 

comments on capabilities being incorporated into 

more recent LSI applications.    

3. Enabling Advances in Technology 
and Technique 

3.1. Scaling 

Computers in the early days of LSI were not 

well-suited for SVD computation and large-scale 

 
2 Other projects undertaken in this time frame applied LSI to data 

other than text.  However, only systems that focused on text are 

addressed here. 

matrix manipulation, which limited the scale of 

LSI applications.  However, hardware 

improvements over the past twenty years have 

completely changed this situation [16].  Figure 1 

shows the dramatic reduction in the observed 

index creation times in nine comparable projects 

over the period 2002-2016.  The times shown are 

those required to build an LSI index for one 

million documents (averaging several kilobytes in 

size) at 300 dimensions, using computers 

typically employed in applications in the given 

years. 

 

 
Figure 1. Decline in time required to create an LSI 
space for a 1 million document collection 

 

The early points on the curve correspond to 

index creation times from projects using clusters 

of processors.  Subsequent points are from 

projects primarily employing mid-range servers.  

Of note, however, the last point shown is for a 

laptop computer.     

The dramatic decline in time required to create 

an LSI index progressively enabled a wider 

variety of applications.  At the present time, LSI 

applications involving collections of tens of 

millions of documents are routine and multiple 

applications have been implemented that 

encompass full LSI indexing of hundreds of 

millions of documents. 

Advances in technology enabled 

improvements not only in scale, but also in the 

fidelity of the generated LSI spaces in 

representing real-world semantic associations.  

For LSI, as collection size increases, the larger 

number of occurrences of individual terms 

diminishes the effects of idiosyncratic 

occurrences of those terms in specific documents.   

This improves overall representational fidelity, as 

shown in Figure 2.  The graph displays the 

variation in mean reciprocal rank (MRR) of 250 

pairs of terms having known real-world semantic 



association3, as a function of the size of the 

collection.  As indicated by the trend line, the 

increase in representational fidelity with 

collection size is approximately logarithmic.  Of 

note is the fact that over 80% of all published 

literature on LSI deals with collection sizes 

smaller than the initial point shown (17 thousand 

documents) and 97% deals with collection sizes 

less than the second point shown (93 thousand 

documents). 

 

 
Figure 2. Increase in semantic representation 
fidelity with collection size 

 

Several of the developed applications included 

the identification of specific patterns of activities 

and relationships as one of the system objectives. 

In many cases, the distinctions between patterns 

of interest and normal patterns were quite subtle.  

In general, the larger the data collection, the more 

effective LSI was in providing indicators of the 

existence of patterns of interest.  Over time, the 

continuing growth in the size of collections that 

could be addressed facilitated implementation of 

increasingly sophisticated analytic operations.  

3.2. Parameter Optimization  

In the construction of an LSI space, there are a 

number of parameter choices that must be made; 

for example: number and identity of stopwords, 

required number of occurrences for a term to be 

included in the processing, and the number of 

dimensions for the LSI space.  The choices that 

are made can have a significant impact on overall 

performance in a specific application [17, 18].  As 

an example, Figure 3 shows the variation in mean 

reciprocal rank of 250 pairs of semantically-

related terms as a function of the number of 

 
3 Over the years, such simple and direct metrics for quality of an LSI 
space proved to be very useful in tuning implemented systems.  Over 

a wide range of applications, evaluations using such metrics 

dimensions chosen, for a collection4 of five 

million documents [19].   

 
Figure 3. Variation in term similarity ranking as a 
function of chosen dimensionality 

 

The performance of the systems discussed here 

benefited greatly from the cumulative experience 

gained over 20 years regarding choice of effective 

parameters.  In nearly all of the systems 

developed, at least some testing of parameter 

choices was carried out that was designed to 

optimize application performance.  This is 

addressed further in section 4. 

3.3. Indexing of Named Entities 

In most text applications, named entities 

constitute items of particular significance.  For 

example, names of people are of fundamental 

importance in fraud detection.  One of the most 

important factors contributing to the success of 

the programs described here was the fact that 

nearly all of them employed entity extraction and 

markup as a preprocessing step prior to creating 

the LSI spaces involved.  Typically, names of 

persons, locations, and organizations were 

extracted, but in some cases more entity types 

were treated.  In the LSI preprocessing, 

occurrences of a name such as John Kennedy were 

marked up as p_john_kennedy_p, and similarly 

for other entity types.  (This markup was stripped 

out prior to presenting results to users.)    

With classical LSI, users can create queries of 

the form: What terms are most closely associated 

with a given term?   In contrast, with entity 

markup prior to creating the space, an interface 

can be implemented that allows users to enter 

queries such as: What people are most closely 

associated with a given entity or activity?  Such 

queries are much more natural in most 

correlated well with both performance on application-specific tests 
and with human judgment.  
4 These are not the same documents as those in the collection 

referenced in Figure 2. 



applications.  The implementation of capabilities 

to effectively execute those types of queries was a 

major factor contributing to both operational 

efficiency and user satisfaction for the systems 

described here.   

Even in the limited number of cases where 

entities themselves were not of prime importance 

for users, entity markup prior to creating the LSI 

space was of great importance for improving the 

representational fidelity of the space.  In most text 

collections, failure to treat named entities as 

textual units will create vast numbers of spurious 

associations.  For example, the common English 

given name John may be a component of 

hundreds of distinct person names.  Classical LSI 

will conflate all of the occurrences of John, 

generating erroneous correlations in the LSI space 

produced.  In many current LSI applications, the 

text collections being addressed contain millions 

to tens of millions of named entities. Failing to 

treat these entities as textual units when building 

an LSI space for such applications would yield 

millions of distortions of relations in the space. 

3.4. Dealing with Phrases 

Many LSI applications involve retrieval of 

information of interest based on queries formed 

by users.  It is well-known that, in many instances, 

the use of phrases in queries can significantly aid 

in expressing a user’s information needs.  

Historically, one frequently-cited criticism of 

classical LSI was that it did not provide a viable 

mechanism for dealing with phrases in queries.  It 

was felt that use of phrases required identification 

of all phrases of interest prior to creating the LSI 

space, so that those phrases could be treated as 

terms in the indexing process.  This is a problem 

in that there are a very large number of phrases in 

a text collection of any significant size.  Most of 

the candidate phrases will never be employed by 

users.  Moreover, indexing of most phrases will 

not significantly improve the representational 

fidelity of the LSI space.   

We eventually found a two-part solution to this 

problem.  In order to incorporate phrases that 

would improve the representational fidelity of the 

space, we employed the following procedure:   

• Using a highly productive phrase 

generation technique, such as RAKE [20], 

generate a large set of candidate phrases for the 

collection of interest. 

• Create an initial LSI index for the 

collection, with no attempt to extract phrases.   

• For each candidate phrase, create an 

approximate LSI vector by taking a weighted 

average of the representation vectors for the 

documents that contain that phrase.  (The 

folding-in technique of classical LSI applied to 

terms [1]). 

• Compare the approximate vector for the 

phrase with a vector created by simply 

combining the terms of the candidate phrase as 

an LSI query. 

• Create a final LSI space, treating as 

textual units the candidate phrases which have 

the greatest distance (smallest cosine) between 

the approximation vector and the query vector. 

 

In order to ensure that users could employ 

arbitrary phrases in searches, we developed a 

technique that allowed use of phrases in LSI 

queries even for LSI spaces where phrases have 

not been indexed.  The technique is described in 

detail in [21].  Table 1 shows the results from 

applying this technique in searching a collection 

of 1.6 million news articles using the query rare 

earth element.   

The column labeled NONE shows the ranked 

query results (closest terms) when no phrase 

processing is applied.  In this case, since the terms 

rare and element occur in diverse contexts, the 

term earth has the most significant effect on the 

results.  The results are completely dominated by 

celestial references; clearly not what a user would 

desire.   

The column labeled PRE-PROCESSED shows 

the results for the same collection when rare earth 

element was marked up as a phrase and treated as 

a textual unit in creating the LSI space.  The 

results are as expected: primarily names of rare 

earth elements and those of people and 

organizations associated with processing of rare 

earth elements.   

 

Table 1 
Comparison of pre-indexed and ad hoc phrase 
processing 

 



The column labeled AD HOC shows the 

results when the term folding approach of [21] is 

applied to the LSI space where there was no initial 

phrase processing.  The results are quite close to 

those obtained for the case where the phrase was 

indexed (60% agreement for the top ten terms in a 

collection comprising 1.5 million terms).  The 

adoption of this ad hoc phrase query process in 

systems described here resulted in a major 

improvement in user satisfaction.   

3.5. User Aids 

Over the years, with the dramatic growth in the 

size of the text collections being addressed, it 

became increasingly important to provide aids for 

users in areas such as creating queries, identifying 

topics, interpreting results, and automating 

repetitive tasks.   The semantic comparison 

capabilities of LSI allowed a wide variety of such 

aids to be implemented.  Some aids were very 

simple to implement, but still yielded significant 

gains in operational efficiency and user 

satisfaction.  For example, a popup display of the 

most closely associated terms when a user moused 

over a given term was of great help in determining 

the meaning of newly-encountered terms such as 

acronyms and technical terminology.  Most of the 

users of the systems were knowledge workers, but 

typically did not have technical backgrounds.  

Providing them with immediate contextual 

information regarding technical terms greatly 

aided them in understanding the material that they 

were working with.    

Over time, such aids became more complex.  

One that proved very popular was novelty 

detection.  Within some systems, tracking 

capabilities were implemented to provide an 

indication of what information a given user 

already was aware of.  This included, for example, 

monitoring what documents (or other text objects) 

that the user had previously displayed, saved, 

printed, or incorporated into work products.  

Then, in response to a query from that user, the 

results could be displayed not just in relevance 

order, but in the order of those results that were 

relevant but at the same time were least similar to 

those previously seen.  In many applications there 

is significant redundancy in the content of items 

collected.  In applications with high information 

redundancy, the novelty detection feature greatly 

improved both efficiency of operations and user 

satisfaction. 

Other user aids that proved to enhance both 

operational efficiency and user satisfaction 

included: 

• Generation of document summaries 

tailored to users’ interests. 

• Automated generation of graphs showing 

relationships among entities. 

• Automated tracking of topic threads in 

long documents and sets of documents. 

3.6. Secure Information Sharing 

The representation for a given term in an LSI 

space is a single point in a vector space that is 

derived from what may be hundreds of 

occurrences, even for a relatively rare term.  

Similarly, the representation for a given document 

is derived from large numbers of occurrences of 

multiple terms.   Even in classical LSI spaces, it is 

impossible to work backwards to reconstruct the 

actual wording of documents corresponding to 

extant document vectors.  With slight 

modifications to the index creation process, it can 

be made impossible to determine even which 

words occurred in which documents.  These 

characteristics enable the use of information in a 

secure background mode. 

In many applications there is relevant data 

available that cannot be directly shared with users 

for proprietary, legal, or privacy reasons.  In such 

cases, these sensitive documents can be processed 

so that the results of operations in the LSI space 

for the application can be enhanced by the 

contextual implications of the sensitive data, 

without risk of disclosure of specific sensitive 

data items themselves. 

Experience in using LSI in a secure 

background mode has shown that even a small 

number of documents used in this manner can 

have great leverage.  In some representative cases, 

data treated in background mode has constituted 

less than 1% of the total data being examined.  

Nevertheless, significant gains in application 

efficiency still have been achieved [22].   

4. Beneficial Implementation 
Practices 

Over the years, a number of LSI 

implementation practices evolved that 

significantly improved the quality and efficiency 

of the systems developed.   



Perhaps the most significant implementation 

approach adopted was to use analyses in the LSI 

spaces themselves to select effective values for all 

of the key processing parameters for an 

application.  Typically, we used the following 

approach:  

1. Build an initial LSI space from application-

relevant data, using standard parameter values 

and processing choices. 

2. Using a small, representative test set, carry 

out analyses in this initial space to determine 

the most effective values for the parameters 

and choices. 

3. Re-build the LSI spaces using those 

parameters and processing choices. 

 

For example, using a test set representative of 

an application being addressed, it is possible to 

make an effective choice of the number of 

dimensions to employ in creating the LSI space 

for that application.  As long as the initial space 

employs a number of dimensions higher than 

optimal, the requisite tests can be carried out, and 

an optimal value found, with vectors from a single 

initial LSI space.  

For other parameter choices, a new LSI space 

must be created to test each value.  For example, 

in many applications, terms are only included in 

the LSI processing if they occur at least M times 

in the collection and/or in at least N different 

documents.  Pruning the term set in this manner 

often can significantly improve the 

representational fidelity of the space.  A separate 

LSI space must be generated in order to test each 

prospective pruning value.  However, only a 

limited range of values must be tried.  In most of 

the applications here, values of M and N in the 

range of two to five turned out to be optimal.  It 

should be noted that pruning typically was not 

applied to named entities.   In many applications, 

the occurrence of a name may be of significance 

even if it occurs only once.   

The dramatic reduction in the time required to 

create LSI spaces made it increasingly feasible to 

create trial LSI spaces for optimization testing, 

even for parameters that required multiple such 

spaces to be created.  For very large collections, 

optimization analyses typically can be carried out 

sufficiently effectively using LSI spaces built 

from a randomly selected subset of the overall 

collection.   

We also employed iterative refinement of LSI 

spaces to mitigate the effects of errors in training 

data for categorization applications.  This 

approach led to significant improvement in 

categorization accuracy.  The technique has broad 

applicability for noise mitigation in LSI 

applications [23].   

The computer employed to carry out analytic 

operations in an LSI space does not have to be the 

same computer on which the LSI space is created.  

It often proved useful to create LSI spaces on a 

large server and then distribute the vector spaces 

created there to smaller devices for use.  We also 

found that distribution of shared LSI spaces can 

be a powerful enabler for collaborative work.     

Sometimes a conceptual search will retrieve 

results that do not appear to be appropriate.  Users 

may find this disconcerting.  However, these often 

can be the most important results – ones that 

indicate a gap in user understanding of some 

aspect of the problem at hand.  In multiple systems 

we found it useful to highlight terms and passages 

in retrieved documents based on semantic 

similarity to the user’s query.   Users found this 

useful in trying to determine why a surprising 

result was obtained. 

Other implementation principles that proved 

effective included: 

• Duplicate and near-duplicate documents 

in a collection artificially magnify associated 

term relationships.  LSI comparisons between 

documents of a collection can be used very 

effectively to eliminate redundant documents. 

• For some applications, removal of 

“boilerplate” text can greatly enhance 

performance.  For example, many legal 

documents contain formulaic blocks of text 

that appear on many documents.  Appearance 

of such repeated text creates undesired 

associations (i.e., ones that are not related to 

the content of the documents).  

• In many instances it is useful to use LSI 

similarity comparisons to decompose long 

documents into conceptually cohesive 

segments, which are then indexed as individual 

items.  This makes it much easier to identify 

information on subsidiary topics.  

• For large applications, parallel processing 

approaches such as MapReduce and more 

recent techniques can be employed very 

effectively for text preprocessing tasks. 

• In analyses involving the LSI vectors of 

large collections, use of GPUs for the cosine 

comparisons can provide a dramatic speedup 

compared to using typical CPUs. 

• In many applications, entity-driven 

analytic processes can be far more efficient 

than document-driven ones. 



• Monitoring of user actions often can 

provide training data that can be employed to 

refine the LSI spaces employed and to yield 

improved accuracy of analytic operations.  

One particularly effective use of this 

techniques was in continuously refining 

textual representations of user interests. 

5. Interesting Results and Surprises 

Over the past 20 years there were a number of 

aspects of LSI that either came as a surprise or 

were unexpectedly useful.   

When the work described here began, it was 

generally believed that LSI did not scale well.  

Academic papers of the time estimated that the 

time required to build an LSI space grew as at 

least the square of the number of documents 

addressed.5  We were pleasantly surprised that 

actual measurements showed that the growth was 

close to linear [16]. 

Indications of semantic similarity as provided 

by LSI turned out to be a remarkably good proxy 

for similarity judgments generated by people.  In 

2007 a review of 30 studies compared LSI and 

human judgment in 16 real-world text processing 

tasks ranging from synonym matching to 

psychological assessment.  LSI performed as well 

as, or better than, humans in 51% of the cases [5].  

In more recent, work, covering over 100 studies 

and 37 applications, LSI performed as well as, or 

better than, humans in 56% of the cases [24].  Of 

significance is the fact that all of these studies 

employed straightforward implementations of 

LSI.  None of the advanced techniques described 

in this paper were used in any of the analyzed 

studies. Moreover, the number of documents used 

to create the spaces was very small - having a 

median value of only 1700.  With larger 

collections, LSI performance in the reviewed 

studies likely would have been significantly 

higher.  In the 63 information systems considered 

here, in the few cases where human and LSI 

performance could be directly compared, LSI 

results typically were as good as, or in some cases 

somewhat better than, average human 

performance. 

One surprise was the huge effect that treating 

named entities as textual units produced.  For 

collections of text such as news articles, the 

 
5 Early estimates tended to overlook one or more of three key factors.  
First, LSI requires calculation of only the first few hundred singular 

values and associated vectors, not a complete SVD of the entire term-

document matrix.  Second, term-document matrices are extremely 

representational fidelity of the spaces produced 

was dramatically improved.  Having the entities 

available also set us on a path of implementing 

ever more sophisticated entity-driven analysis 

capabilities.  In most applications, entity-driven 

processes turned out to be far more efficient that 

document-driven ones.  

Many of the applications addressed were 

complicated by the fact that the text items of 

interest contained multiple variants of names of 

individuals.  These differences came from 

misspellings, phonetic renderings, transliteration 

differences, and other sources. Because of these 

variations, many relationships of interest were 

suppressed.  One of the early features that we 

implemented was a name variant analyzer.  For 

any given name it combined eight methods for 

generating candidate variants and then used 

comparisons in the LSI space to select the most 

relevant ones.  This capability turned out to be 

significantly more effective than the best 

competing commercial product.  Recall was two 

to three times greater and confidence ratings for 

candidate equivalent names turned out to be much 

more reliable than anticipated [25]. 

We were surprised by how easy it was to 

implement ad hoc phrase processing in LSI 

spaces.  (We also were embarrassed by how long 

it took for us to realize how to do it). 

It was interesting to observe how easily and 

effectively word senses could be disambiguated 

using clustering techniques in the LSI spaces [26].   

This allowed markup of occurrences of 

polysemous words in much the same way as was 

done for named entities, as was described in 

section 3.3.  The disambiguation can be carried 

out in a trial space and then the marked-up senses 

of polysemous words treated as separate textual 

units in creating the final space to be employed.  

Typically, a point of diminishing returns will be 

reached after disambiguating only a few 

thousands to tens of thousands of words.  For 

some applications, word sense disambiguation of 

general terms did not result in major performance 

increases.  Where disambiguation was of great 

value, however, was in dealing with person 

names.  In many applications there may be 

hundreds of people with the same name and 

disambiguation is essential.  As with phrases, this 

name resolution feature can be incorporated into 

sparse. For large collections, often only one in ten thousand to one in 
one hundred thousand entries is non-zero. Finally, the time required 

to read and preprocess the text being indexed generally is greater than 

the time required to carry out the SVD.  



an application either in bulk during preprocessing 

or in an ad hoc fashion at query time. 

Applications involving the secure background 

mode of dealing with sensitive data often involved 

very small amounts of such data (sometimes less 

than .01% of the total amount of data).   In a 

number of cases, the extent to which such very 

small amounts of auxiliary data could improve 

results was quite remarkable. 

Some of the early applications involved text 

that was produced by optical character 

recognition (OCR) equipment.  LSI turned out to 

be surprisingly effective in dealing with the many 

errors produced by OCR devices of that era.  In 

one categorization application, performance 

degradation only began to be detectable when the 

OCR error rate reached a level where two out of 

every three words were corrupted [27].  

In cross-lingual applications, it turned out that 

many languages can be represented in a single LSI 

space without serious performance degradation.  

In one case, transitioning from two languages 

represented in one LSI space to 13 languages 

resulted in a decline in cross-lingual similarity 

comparisons of only a few percent [28].   

LSI turned out to provide an elegant solution 

for combining results from diverse information 

systems when employing federated queries [29]. 

Combining text with other data types 

(especially relational, geographic, and image 

data) often generated unique analytic insights.  

The combination of such data also supported 

implementation of highly effective visual analytic 

interfaces. 

6. Recent Developments 

Although much has been accomplished over 

the past twenty years, there are still exciting 

activities underway involving LSI.  Many of these 

involve implementation of ideas that were 

originally suggested in a basic form some years 

ago, but are just now being incorporated into real-

world applications.  Key examples include: 

 

• Combined analysis of text and relational 

data [29]. 

• Implementation of semantic vector space 

equivalents of Boolean operators [33] and 

negation [34]. 

 
6 The components of a typical LSI vector comprise hundreds of 

indications of derived relationships.  In general, the basis vectors of 

an LSI space closely relate to concepts, or mixtures of such, within 

the collection of text being addressed.  An LSI vector is thus a 

• Enhancement of machine translation 

capabilities, especially for technical and other 

specialized subject matter [38].  

• Functionality based on analysis of 

individual LSI vector components.6 [30, 31, 

32]. 

• Use of randomized SVD to dramatically 

reduce the computational load when 

addressing very large collections [35, 36, 37]. 

• Extensive use of LSI in discovery 

applications, particularly in the area of 

bioinformatics [12]. 

• Facilitation of human-robot interaction 

[39, 40]. 

• Various AI-related efforts [41,42].   
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