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ABSTRACT
The Resource Description Framework (RDF) is a family of specifications developed and supported by the W3C consortium to represent information in the Web. During the last years, RDF has gained popularity in many domains such as medicine and cultural heritage as a representation format for heterogeneous structured data on the Web. RDF graphs can be interrogated by queries expressed with the SPARQL language. To write queries in this language can become very difficult. Users are required to know the language and the structure of the underlying dataset in order to write correct queries. Thus, the need for a system of keyword search for these graphs. Keyword search permits users to express their information need via a query in natural language, in a Google-like fashion.

Keyword search over large knowledge bases can become difficult both in terms of memory and time required to answer to a single query.

In this abstract, we discuss the experience of designing and implementing keyword search algorithms over big RDF databases.
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1 KEYWORD SEARCH
The authors in [4] used a subset of IMDB and LibraryThing to create RDF datagraphs, which are relatively small (less than 1M triples). In [5], the authors adopted the databases used in [3] which don’t exceed the 2M tuples. The proposed IMDB subset has only 1.6 million tuples, while the Mondial dataset has only 17K tuples. The database provided by IMDB on their website has over 100 millions of triples once parsed translated in RDF. LinkedMDB, another database about films which is RDF native, has 7 millions of triples. DisGeNET, a medical database about gene-disease associations, has more than 40 millions of triples in its version 5. Other databases reported in [1] have billions of triples. With these numbers, we need to seriously think about performances both in time and space in order to create applications that can work in real-world scenarios.

The algorithms proposed in [4] and [5] are based on the visit of the graph and in the creation of potential answer documents that are ranked and proposed to the user. The time and the memory required to explore the graph, discover the answer graphs and rank them become big with huge graphs. A query can require up to an hour and half of time in order to be answered on a database like LinkedMDB. This, in an on-line scenario, can become unbearable.

It is necessary to re-think the architectural infrastructure and the algorithmic approach in order to deal with time and memory. This implies that algorithms cannot use only RAM, but also secondary memory. They should leverage on Triple Stores as the ones provided by libraries like Blazegraph. Relational databases can be used as a support to perform the more computational expensive queries thanks to indexes. This requires additional storage memory for the necessary tables and their indexes, and the study of the correct relational schema to support the future queries and algorithms.

A possible approach to deal with the problem of time is to study algorithms that work off-line, without a user query. Their aim will be to extrapolate useful information that can be used to speed-up the on-line phase.

We are currently working on an algorithm that searches off-line possible good subgraphs, which are subgraphs that are composed by triples that encompass the same topic, preferably with a minimum presence of noise, that is triples that are about a different argument. These graphs are more easily explorable and manageable than the whole graph and can be queried faster with standard or adapted IR methods. Hopefully, they are also good answers for the different information needs of the user, which are expressed through keyword queries.

One key aspect is also to guarantee the reproducibility of the systems and the corresponding experiments. In order to do so, it is necessary to keep track of different things: the relational schema, the code, the support files, the structure of the file system, and also the time and memory required by the algorithms on the different queries.
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